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Introduction
• In TOP-12-010 we are measuring the top and lepton charge asymmetries, AC and 

AlepC, both inclusively and their differential dependence on Mttbar, pT,ttbar, and yttbar 
(using the same event selection and method as Yanjun just presented)

• These slides focus on the Mttbar dependence, but the results and conclusions are 
the same for the pT,ttbar and yttbar dependence 

• We’ve found a problem with the linearity of 
our unfolding procedure for the AC differential 
measurements (AlepC is still OK)

• it is related to our method of converting the 
“2D” unfolding into 1D by multiplying Mttbar, 
pT,ttbar, or |yttbar| by the sign of the asymmetry 
variable (as done by CDF), meaning we 
effectively have only 2 bins in the asymmetry 
variable (see plot on right)
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1 Introduction1

Among the observed standard model (SM) particles, the top quark is distinguished by its mass2

close to the Electroweak scale. In many models, physics beyond the SM may manifest itself in3

interactions with the top quark. Therefore, measurements of top quark properties are consid-4

ered to be not only good tests for the SM, but also important probes for new physics. Recent5

measurements of the tt forward-backward asymmentry (A f b) from CDF [1] and D0 [2] indicate6

tension between the measured value of A f b and the predicted value from the SM. The results7

from CDF [3] report a greater than 3σ discrepancy for events with large tt invariant mass.8

There are several models of new physics that predict larger values of A f b than in the standard9

model, e.g. s-channel axigluon or t-channel W �
and Z�

models. Large asymmetry typically10

arises from interference between the standard model and the new physics or new physics self-11

interference, where top quarks are produced in the exchange of new heavy particles.12

Unlike the Tevatron, a pp̄ collider, where there is a natural definition for an asymmetry based13

on the direction of incoming protons, the LHC is a pp collider. The definition of the asymmetry14

is not as straightforward as that at the Tevatron. However, the quark (mainly valence quark)15

and anti-quark (sea quark) parton distributions inside protons are not symmetric. Usually, the16

quarks carry more momentum than the anti-quarks, causing the rapidity distribution of tops to17

be broader than that of anti-tops when an asymmetry is present. Therefore, rapidity difference18

between the top and anti-top (∆|y| = |yt|− |yt̄|) is a suitable observable to measure the tt̄ charge19

asymmetry, which is defined as:20

AC =
N(|yt| > |yt̄|)− N(|yt| < |yt̄|)
N(|yt| > |yt̄|) + N(|yt| < |yt̄|)

.

A recent paper by Krohn, Liu, Shelton, and Wang [4] also suggests the leptonic variable (∆|ηl | =
|ηl+ |− |ηl− |), which depends only on the pseudorapidity (η�) of the two observed leptons:

AlepC =
N(|ηl+ | > |ηl− |)− N(|ηl+ | < |ηl− |)
N(|ηl+ | > |ηl− |) + N(|ηl+ | < |ηl− |)

.

Given the large production rate at the LHC, AC of tt is expected to be measured with significant21

precision. CMS measured AC = 0.004± 0.010 (stat.)± 0.012 (syst.) [5] in the single lepton final22

state, consistent with the SM theory prediction of AC(theory) = 0.0115 ± 0.0006 [6].23

This paper presents a measurement of the above asymmetries in top quark pair production24

using the full 2011 dataset at
√

s = 7 TeV, corresponding to an integrated luminosity of 5.025

fb
−1

. Dilepton decays of the tt pair are used. Because reconstructed asymmetries are sculpted26

by detector effects, we apply an unfolding technique to recover the parton-level distributions27

which can be directly compared with theoretical predictions.28

2 CMS detector29

The central feature of the CMS apparatus is a superconducting solenoid, 13 m in length and 6 m30

in diameter, which provides an axial magnetic field of 3.8 T. The bore of the solenoid is outfitted31

with a variety of particle-detection systems. Charged-particle trajectories are measured with32

the silicon pixel and strip trackers that cover pseudorapidity region of |η| < 2.5, where η is33

defined as η = − ln[tan θ/2], with θ being the polar angle of the trajectory of the particle34

with respect to the anticlockwise beam direction. A crystal electromagnetic calorimeter and a35

(purely
leptonic)

(requires
top reco)
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• We add asymmetry to the default MC distribution 

by applying weight=1+slope*∆|ygen| per event (see 
plots below), then compare unfolded asymmetry to 
true asymmetry, inclusively and in the 3 bins we use 
for the differential measurement
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reminder: we use 3 Mtt 
bins for 2D unfolding
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Results for AlepC

• Linearity looks 
pretty good for all 
bins (p1~1)

• inclusive: 1.004

• bin1: 1.044

• bin2: 1.004

• bin3: 0.969
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Results for AC

• Things don’t look so 
good here

• Slope of linearity plot 
(p1) significantly away 
from one for bin1 
(2.03) and bin2 (1.29), 
as well as inclusively 
(1.37)

• We think this is an 
inherent bias of using 2 
bins in ∆|y| to unfold 
distributions with a 
continuous slope in ∆|ygen| 
(as expected for a real 
physics effect, and which 
we generate using weight = 
1+slope*∆|ygen|, see slide 4)
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Bias from insufficient ∆|y| bins

• We add a slope by applying weight = 1+slope*∆|ygen|

• => events with large | ∆|ygen| | get the largest change in weight

• but events with large | ∆|ygen| | are also the events least prone to 
changing sign of ∆|yreco| through migration 

• however, the response matrix treats them as though they had the 
average chance of migration (since it has only 2 bins in ∆|y|, the same 
migration probability is used for all events ) => biased unfolding

• If instead we add a slope matching the granularity of the response matrix, 
i.e. weight 1+0.5*slope*sign(∆|ygen|), the weighting will also affect all events 
equally

• => should be no bias 

• this is confirmed on the next slide
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Results for AC                 
(slope only in sign(∆|yt|))

• Slope now very close to p1=1 for 
all bins

• this result holds for both 
asymmetry variables, and unfolding 
vs Mtt, pT,tt and ytt

• but of course the results on slides 
5 and 6 are a more accurate 
estimate of the linearity of the 
method for a general physics effect

• The only reason we can get away 
with using 2 ∆|y| bins for AlepC 

(slide 5) is that the response 
matrix is essentially diagonal 
(excellent experimental 
resolution)
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Linearity test conclusions
• Linearity of the method is good for the differential 

dependence of AlepC, but poor for AC

• bias comes from using a response matrix with insufficient resolution 
(only 2 bins in ∆|y|)

• We think showing 2D results for just 1 of the 2 variables 
might cause problems getting the paper published

• We are therefore considering including only the 1D 
results in the paper, i.e. the values and distributions for 
AC and AlepC
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Results in paper
• These are the inclusive  

results we definitely want 
to show

9

We thus observe no significant deviation from the SM expectation.217

Asym. Data (unfolded) Simulation
AC −0.010 ± 0.017 ± 0.017 0.004 ± 0.001
AlepC 0.009 ± 0.010 ± 0.012 0.004 ± 0.001

Table 4: Parton-level asymmetries. The uncertainties on the unfolded results are statistical and
systematic respectively. The uncertainties on the simulated results are statistical only.
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Figure 5: Background-subtracted and unfolded differential cross-sections for ∆|y| (left) and
∆|ηl | (right). The error bars represent statistical uncertainties only, while the systematic uncer-
tainty band is represented by the hatched area. Note that the bin values are correlated due to
the unfolding.
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2D results that could be included

• These are the 2D results for AlepC, for which our method demonstrates good 
linearity (because the response matrix is close to diagonal)

• we would like to include these in the paper, but are concerned that showing 
2D results for only 1 of the 2 variables may cause problems later on
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* systematics for the 2D plots are being updated, but are expected change only very slightly
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2D results we don’t want to show

• These are the 2D results for AC, where the linearity is poor (because a higher 
resolution response matrix is needed due to the significant event migration 
from inaccurate top reconstruction)

• we don’t want to include these in the paper (although since the results are 
so close to the SM, the bias is actually very small)

* systematics for the 2D plots are being updated, but are expected change only very slightly
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More paper material
4 6 Unfolding

Table 1: The observed and simulated yields after the event selection described in the text.
Uncertainties are statistical only. The systematic uncertainties on the simulated yields are given
in Section 7. Where the simulated yields are zero, upper limits are given based on the weighted
yield of a single simulated event passing the selection.

Sample ee µµ eµ all
tt → �+�− 1519.53 ± 9.87 1801.10 ± 10.38 5763.73 ± 19.01 9084.37 ± 23.80
tt → other 38.32 ± 1.59 4.02 ± 0.45 91.65 ± 2.40 133.99 ± 2.92
W + jets < 2 4.72 ± 3.34 11.11 ± 5.10 15.83 ± 6.10
DY→ �+�− 30.20 ± 4.39 29.55 ± 4.14 35.02 ± 4.50 94.77 ± 7.53
Di-boson 8.27 ± 0.44 10.20 ± 0.47 27.90 ± 0.81 46.37 ± 1.03
Single top 72.54 ± 2.11 86.77 ± 2.23 289.37 ± 4.20 448.68 ± 5.20
Total (simulation) 1668.86 ± 11.13 1936.36 ± 11.89 6218.78 ± 20.78 9824.00 ± 26.40
Data 1631 1964 6229 9824
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Figure 1: Comparison between data and the simulation for the reconstructed tt mass, where
events with no solution found are filled in the first bin.

and Emiss
T resolution functions. Despite this, no solutions are found for approximately 14% of123

events, both in data and in the simulation, and are thus not used in the measurement of AC.124

A comparison between data and the simulation for the reconstructed mass of the tt pair is125

shown in Figure 1, while the ∆|y| and ∆|ηl | distributions are shown in Figure 2. The resulting126

value of AC at reconstruction level is −0.005± 0.011 in data and 0.003± 0.003 in the simulation,127

where the uncertainties are statistical only. The resulting value of AlepC at reconstruction level is128

0.007 ± 0.010 in data and 0.002 ± 0.003 in the simulation, where the uncertainties are statistical129

only.130

6 Unfolding131

The measured distribution is distorted from the true underlying distribution by the limited132

acceptance of our detector and the finite resolution of the measurement. In order to correct the133
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Figure 2: The reconstructed ∆|y| (left) and ∆|ηl | (right) distributions, for data and the simula-
tion. The simulated events are divided into tt → �+�− and background, where the background
consists of the categories other than tt → �+�− in Table 1.

data for these effects, we apply an unfolding procedure which yields the “parton-level” ∆|y|134

and ∆|ηl | distributions. These distributions represent the differential cross-sections in ∆|y| and135

∆|ηl |, and are normalized to unity.136

The choice of a binning scheme for each distribution is motivated by the desire to minimize137

bin-to-bin oscillations caused by statistical fluctuations. The bin size is variable and is chosen138

to ensure similar level of statistics in each bin of the distribution. A summary of the binning is139

provided in Table 2.140

Table 2: Binning used in the distributions of ∆|y| and ∆|ηl |.
B1 B2 B3 B4 B5 B6

∆|ηl | [-2.0,-0.8] [-0.8,-0.4] [-0.4,-0.0] [0.0, 0.4] [0.4, 0.8] [0.8, 2.0]
∆|y| [-2.0,-0.7] [-0.7,-0.3] [-0.3,-0.0] [0.0, 0.3] [0.3, 0.7] [0.7, 2.0]

The background-subtracted measured distribution�b is related to the underlying parton-level141

distribution �x by the matrix equation�b = SA�x, where A is a diagonal matrix describing the142

acceptance in each bin of the measured distribution, and S is a non-diagonal smearing matrix143

describing the migration of events between bins due to the detector resolution and reconstruc-144

tion techniques. The A and S matrices are modeled using the MC@NLO tt sample, and are145

shown in Figure 3 and Figure 4. The smearing effects in the ∆|y| measurement are quite large146

due to the uncertainties of top reconstruction. However, most of the large values lie close to147

the diagonal, meaning there is little migration between far-apart bins. The smearing matrix for148

∆|ηl | is close to diagonal due to the excellent experimental resolution of electron measurements.149

We employ a regularized “unfolding” algorithm based on singular value decomposition (SVD) [17].150

The effects of large statistical fluctuations in the algorithm are greatly reduced by introducing151

a regularization term to the unfolding procedure. The full covariance matrix is used in the152

evaluation of the systematic uncertainty of the measured asymmetries.153

We verify that the unfolding procedure is able to correctly unfold distributions with different154

More paper material
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6 6 Unfolding
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Figure 2: The reconstructed ∆|y| (left) and ∆|ηl | (right) distributions, for data and the simula-
tion. The simulated events are divided into tt → �+�− and background, where the background
consists of the categories other than tt → �+�− in Table 1.

data for these effects, we apply an unfolding procedure which yields the “parton-level” ∆|y|134

and ∆|ηl | distributions. These distributions represent the differential cross-sections in ∆|y| and135

∆|ηl |, and are normalized to unity.136

The choice of a binning scheme for each distribution is motivated by the desire to minimize137

bin-to-bin oscillations caused by statistical fluctuations. The bin size is variable and is chosen138

to ensure similar level of statistics in each bin of the distribution. A summary of the binning is139

provided in Table 2.140

Table 2: Binning used in the distributions of ∆|y| and ∆|ηl |.
B1 B2 B3 B4 B5 B6

∆|ηl | [-2.0,-0.8] [-0.8,-0.4] [-0.4,-0.0] [0.0, 0.4] [0.4, 0.8] [0.8, 2.0]
∆|y| [-2.0,-0.7] [-0.7,-0.3] [-0.3,-0.0] [0.0, 0.3] [0.3, 0.7] [0.7, 2.0]

The background-subtracted measured distribution�b is related to the underlying parton-level141

distribution �x by the matrix equation�b = SA�x, where A is a diagonal matrix describing the142

acceptance in each bin of the measured distribution, and S is a non-diagonal smearing matrix143

describing the migration of events between bins due to the detector resolution and reconstruc-144

tion techniques. The A and S matrices are modeled using the MC@NLO tt sample, and are145

shown in Figure 3 and Figure 4. The smearing effects in the ∆|y| measurement are quite large146

due to the uncertainties of top reconstruction. However, most of the large values lie close to147

the diagonal, meaning there is little migration between far-apart bins. The smearing matrix for148

∆|ηl | is close to diagonal due to the excellent experimental resolution of electron measurements.149

We employ a regularized “unfolding” algorithm based on singular value decomposition (SVD) [17].150

The effects of large statistical fluctuations in the algorithm are greatly reduced by introducing151

a regularization term to the unfolding procedure. The full covariance matrix is used in the152

evaluation of the systematic uncertainty of the measured asymmetries.153

We verify that the unfolding procedure is able to correctly unfold distributions with different154 16Monday, August 5, 2013



8 8 Results and summary

• Top quark mass: the uncertainty on the top quark mass is estimated using tt signal193

events with generated with different top masses, down to 167.5 GeV/c2 and up to194

177.5 GeV/c2, assuming a uncertainty on the top mass of 2.5 GeV around mt = 172.5195

GeV.196

• Parton Density Functions (PDF) : the uncertainty related to PDF are estimated by197

using the so called but force formula, as described in [18].198

• Tau decay : In the simulated tt events, the spin correlation is not propagated prop-199

erly through the decay products of the τ. This can affect the angular distributions200

of the electrons and muons coming from the decay of τ and thus affect the measure-201

ments. The corresponding systematic effect is estimated by reweighting the lepton202

directions in order to reproduce the SM expectations. After correction, no significant203

change of the measurements are observed.204

• Top pT reweighting : Since the origin of the effect is not yet fully understood, a205

conservative 100% systematic uncertainty is applied to the reweighting.206

The systematic uncertainties on the unfolded AC and AlepC measurements are summarized in207

Table 3, combining in quadrature to total systematic uncertainties of 0.017 and 0.012 respec-208

tively.209

Asymmetry AC AlepC

experimental systematic uncertainties

Jet energy scale 0.003 0.001

Jet energy resolution 0.000 0.000

Lepton energy scale 0.000 0.000

b-tagging SF 0.000 0.000

Lepton selection 0.000 0.000

Pileup 0.000 0.001

Background 0.001 0.001

tt modeling uncertainties

Top mass 0.003 0.002

Fact. and renorm. scales 0.003 0.005

Tau decay 0.000 0.000

PDF 0.000 0.000

Top pT reweighting 0.001 0.000

Unfolding 0.016 0.010

Total systematic uncertainty 0.017 0.012

Table 3: Systematic uncertainties on the inclusive unfolded values of AC and AlepC.

8 Results and summary210

The background-subtracted and unfolded ∆|y| and ∆|ηl | distributions for tt → �+�− events are211

shown in Figure 5, and are consistent with the parton-level predictions obtained from MC@NLO212

simulation. The measured value of AC at parton-level is −0.010± 0.017± 0.017. The measured213

value of AlepC at parton-level is 0.009 ± 0.010 ± 0.012. The correlation between bins as a result214

of the unfolding procedure is accounted for in the evaluation of the uncertainties. These results215

are compared to the MC@NLO simulation in Table 4, and are found to be consistent.216

More paper material
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1D linearity (AlepC)
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1D linearity (AC)
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Weighted distributions with continuous slope in ∆|yt|

• plots show original results with weight = 1+slope*∆|ygen|

• Inclusive reco-level asym is ~2/3*gen-level asym, prior to 
unfolding (see numbers on plots)
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Weighted distributions with slope in sign(∆|yt|)
• weight 1+0.5*slope*sign(∆|ygen|)

• Reco-level asym is now only ~1/2*gen-level asym, prior to unfolding

• => reco distribution responds very differently to the different types of slope, but 
the effect of applying our “2-bin” response matrix will be the same in both cases

• => expect p1 (inclusive) to be (1/2)/(2/3)*1.37 ~= 1.0 when we add a slope in 
sign(∆|yt|) instead of ∆|yt|, as is observed on slides 6 and 8 
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